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[. O01a xapakTepuCTHKa Ha JUCEPTAUOHHUS TPY/I

Croco0HOCTTa Ha MAIIMHUTE Jla pPa3lO3HABAaT W pearupar Ha YOBEIIKHM EMOIUU B
€CTeCTBCHa KOMYHHKAI[Ms CTaBa BCE IMO-3HAYMMa 32 €(EeKTHMBHOTO B3aUMOJICHCTBHE YOBEK—
KOMITIOTHP. BBIpeKn 3HaYMTENHHs HANpeabK B 00JacTTa Ha W3KYCTBeHHsI MHTEIEKT (Al),
TOYHOTO HWJCHTHU(PUIIMPAHE HA EMOIUH, CHIbPXKAIIM CE B TOBOPUMHUS €3HMK, OCTaBa
MPEIU3BUKATEIICTBO TIOPAJIU CIOKHOCTTA HA YOBEHIKUTE M3pa3u, KOHTEKCTHUTE 3aBHCUMOCTH H
BapHallMUTE B HAYMHA Ha TOBOpeHe. HacTosmoro n3ciensane npeiara AByeTarneH MeTo 1, KOUTO
KoMOMHUpa npeobpasyBaHe Ha peu B TekcT (Speech-to-Text, STT) u pa3no3HaBaHe HA EMOIMH
BBPXY TPAHCKpUOHMpaAHHS TEKCT. 3a KIacH(UIMPAHETO HA €MOIMU KaTo ThIa, PasiocT, JH0O0B,
THSB, CTpax M M3HEHAJA, ca MIPHUJIOKEHU KAKTO KJIACUYECKH aJTOPUTMHU 33 MAIIMHHO OOYYeHHUE,
Taka ¥ Mojenu Ha Abi0oko oOydenue (LSTM). Mopenure ca oOydeHH WU OIICHEHU BBPXY
pa3zHooOpa3Hu HaOOPHU OT JaHHH, KaTO C€ M3M0JI3Ba TECTBAHE C KPBCTOCAH HAOOP OT JaHHHU, 3a Ja
ce MOTBBP/IU TSAXHATA YCTOWYMBOCT U 0000IIaemoct. M3cnenBaneTo aHaaInu3upa U MpaKkTHIecKaTa
MPUIOKUMOCT Ha METOJIa B KOHTEKCTa Ha MHTEJIMICHTHHU JIOMOBE 332 Bb3PACTHU XOpa MIIM XOpa C
YBPEKIAHUSA, KBJICTO aBTOMATHYHOTO pa3lO3HABAHE HA CEMOLMOHAIHO CHCTOSHUE MOXKE J1a
OCUTYpU HaBPEMEHHA IMOJIKpPENa | Ja MPEeJI0TBPaTH PUCKOBU CUTyaluu. Pe3ynraTure ca mpuHoOC
KBbM pa3BHBaIIaTa ce 00JIACT Ha €MOITMOHATHUTE M3YHUCIUTEIIHA CUCTEMH M JIEMOHCTPHPAT KaK
IBIO0KOTO 00yueHHe M 00pabdOoTKaTa Ha €CTECTBEHHS €3WK MOrar Jia ObJaT W3IMOJ3BaHU 3a
cb3naBaHe Ha Al cucTtemMH, KOMTO ca TMO-OPUEHTHPAHH KbM YOBEKA M CBHIPUYACTHH.
Pasno3HaBaHeTo Ha €MOIMHM Ype3 TEKCT, U3BJCUCH OT ped, Mpeyiara Mo-HUCKA W3YUCIUTEITHA
CJIO’)KHOCT Y BUCOKA €(DEKTHBHOCT B PEAJTHU CPEIH — IMPEAUMCTBO, KOETO € KIFOUOBO IPH CUCTEMH
C OTPaHMYCHH PECYPCH, BHEAPEHH B HHTCIUTCHTHH JJOMOBE.

II. O0eM u CTpyKTypa Ha AUCEPTALIMOHHUS TPY/I

JucepTaluoHHUAT Tpy[ € ¢ 06eM oT 113 crpanuiu. ChCTOM ce OT yBO, M3JI0KEHHUE B 4
TJIaBH, 3aKJIIOYEHHE, CIHUCHK HAa HM3MOJI3BAHUTE W3TOYHUIM U TPUIOKEHUS. OCHOBHHST TEKCT
BKItoYBa 14 ¢urypu n 8 tabmuuu. M3znon3Banata 6ubnauorpadus chabpka 50 M3TOYHMKA Ha
aHIJIMICKY e3UK. BBB Bpb3Ka ¢ TeMaTa Ha JUCEpTAllMOHHUS TPY/]l Ca HAllpaBeHU 6 MyOIUKaIUH.

Chabpxanue:

VYBona

I'naBa 1. BeBenenue
e MoTuBanus

o ®opmynupane Ha pobiema



o Ilen u 3amaun
e H3cnenoBarenicku BhIIPOCH
e N3cnemoBaTelICKH XUIIOTE3H
I'naBa 2. IIpernen Ha nureparypara
e OO0m mperJien Ha aHAIM3a HA EMOIIUU B YMEH JIOM
e MamuHHO 00yueHne 1 IbpJIO0KO OOyYEHHE 3a pa3M03HaBaHE HA €MOILIUH
o Ilpenxomanu uzciaeaBaHus 3a pa3no3HaBaHe HA EMOIUU
e (CpaBHEHHE Ha MPEIXOTHU U3CIETOBATEIICKU TPOCKTH
e (CuHTE3MpaH aHAJIU3 U Bpbh3Ka HA MPOCKTUTE C JTUTEPATYPHUS MPErie]
I'maBa 3. MeTtoaoJiorust u peaauzanus
e Habopu ot naHHu 1 peaBapuTeliHa 00paboTKa Ha JTaHHU
e 1300p 1 UMITJIEMEHTALIMs HA MOJIENIU 3a MTpeoOpa3yBaHe Ha ped B TEKCT
o Pa3no3naBaHe Ha eMOIIMH U OIICHKA Ype3 MOJIEIH Ha MAIIMHHOTO 00yueHue
e Usrpaxnane Ha LSTM monen
e CpasnureneH aHanu3 Ha LSTM apxutextypu
I'mama 4. 3aximroueHne
e [IpaBHU ¥ €TUYHM aCTIEKTH
o Ilpunocu
e bpaemia pabora
[Tpunoxenue A. IIpeoOpa3yBaHe Ha TJiac B TEKCT
[Ipunoxenue b. Pasno3HaBane Ha eMOLIMU OT TEKCT
Crnuchk Ha MyOJIMKalMKUTE

W3non3Bann W3TOUYHUITH

III. KpaTko onucanue Ha AUCEPTAIMOHHUS TPYI

I'maBa 1: YBong

E(I)CKTI/IBHOTO B3aHMOJICHCTBHE H3HCKBa CIIOCOOHOCT 3a pa36HpaHe U pearupaHc Ha
YOBCHIKUTC EMOLMHU, HO TOBAa BCC OLIC € MPCAMU3BUKATCICTBO 3a U3KYCTBCHHA HHTCJICKT (AI)
MaHII/IHI/I, KOHUTO MoTraT aa ):[eum(bpnpaT EMOIMHUTE, ChbABPIKAIIN CE€ B USTOBOPECHUTE NYMH, UMAT



rOJIsIM MOTEHLIMAJ 332 Pa3HOO0pa3HU MPUIIOKEHUS, Thi KATO pEUeBUTE B3aUMOJICHCTBUS CTaBaT BCE
MO-pa3lpOCTPAHEHU B €XKEITHEBUETO.

W3non3BaHeTo Ha TEXHOJIOTMM 32 €MOIMOHAJIEH aHalu3 TMpH HaOMI0JeHHE Ha
WHTEJIUTEHTHU JOMOBE MMa MOTEHLMala 3HAYUTENHO Ja MoA00pu 6e30MacHOCTTa U KaueCTBOTO
Ha JKMBOT Ha BB3PACTHH XOpa M XOpa C yBpeXJaHHs. Te3u TEeXHOJIOTMH MOorar Ja HalllogaBatr
€MOLIMOHAIIHOTO CBhCTOSIHUE B PEATHO BPEME, 3a J1a OCUTYPST IIPEBAHTUBHO YIPABIEHUE, KOETO
MOJKE€ J1a IPEIOTBpaTH MHIUACHTU U Ja MOoJo0psiBa KayecTBOTO Ha JKUBOT. MHTerpupaneTo Ha
CeH30PH M CHUCTEMH 33 MAIIMHHO OOYYeHHE TO03BOJIsIBA HAOJIIOJCHHETO HAa EMOLMOHAIHU
MOKa3aTeay W aHajiu3 Ha HWHIMBUIYaJHU IOBEJACHYECKHM MOJENH, KaTo MO TO3W HAYuH ce
YCBBBPIIECHCTBAT 3allUTHUTE MEPKU M €IHOBPEMEHHO CE€ OCUTYpsiBa IO-CHJIHO YYBCTBO 3a
KOHTPOJ Cpe/l Bb3paCTHUTE XO0pa.

OcgeH TOBa, IMHAMHWYHOTO Pa3BHUTUC HA a(l)eKTI/IBHI/ITe HN34YUCIICHUA U HHTCpHeT Ha HEIIaTa
S3HAYUTCIHO YCbBBbPUICHCTBA Q)YHKHI/IOHaJIHI/ITe BB3MOKHOCTH Ha MHTEIUTECHTHUTE AoMoBe. Ilo-
6T)p3OTO U II0-TOYHO paslo3HaBaHC HAa CMOIMHUTC OOIBIHUTCIIHO 3aCUJIM BB3MOXKHOCTTA 3a
npeaoCTaBsAIHC HAa MHTCPBCHI NN, HACOUYCHU KbM 0€e30macHOCTTa Ha BB3PAaCTHUTC XOpa U XOpara C
YBpCIKAaHUA, oe3 H€O6XOI[I/IMOCT OT CJIOKHHU CUCTCMU.

B nombnHeHue, HapacTBamus Opoil BB3pAaCTHH XOpa W XOpa C YBPEKIAHWS H3HCKBA
MPOAKTUBHH PECYPCH 3a MO IbPIKaHE Ha TAXHATA ABTOHOMHOCT 1 KauecTBO Ha xuBOT (Thakur and
Han, 2019) [1], (Ghafurian et al., 2023) [2]. CiaenoBaTenHo, MHTEIUIEHTHATA JOMAIHA Cpe/a €
€/IHa OT Hali-e()eKTUBHUTE OIIIUU, OCUTYPSIBAIla MHTETPUPAHE HA CIIOKHH KOMaHIHH CHCTEMHU 32
HaOJII0ZICHUE Ha 3/IpaBeTo, MOJIbPKaHe Ha 0€30MaCHOCTTAa M Mpe/iiaraHe Ha pa3JIMuyHU HUBA Ha
nomoirr (Hu et al., 2024) [3]. Te3u cucremu moamoMarat xopara MmpH camooOCITy)KBaHe, KaTo
HaOIt0/1aBaT eXeTHEBHUTE UM JEHHOCTH U 3a00MKaIaTa ru cpeia, 3a a IpeJoCTaBIT MOMOIIL
B Clly4yail Ha M3BBHPEIHU CUTyalruu. Haii-3a0eneXuTeHO €, Ye MHTETrpalusiTa Ha CUCTEMH 3a
adeKTUBHHU W3YHUCIICHUS B MHTEIUTCHTHUTE JIOMOBE IPEJICTABIIsIBA CHIICCTBEH MPOOUB, KOUTO
pasmmpsBa 00XBaTa Ha JOMAITHOTO HAOMOIeHUE OTBB] (U3MUECKUTE U TEXHUUYECKUTE acTeKTH,
BKJTFOUBAKH U TMICHXOJIOTHYECKUTE n3Meperus Ha 3apaseto (Thakur and Han, 2019) [1].

Ananu3bT Ha  HacTpoeHusTa  (Sentiment analysis) BK/IOYBAa  KOMIIOTHPHO
UACHTUUIMPAHE U U3BIMYaHE Ha CyOeKTUBHA MH(OpMAaIMs, OCHOBaHA Ha HarjacH, EMOLUHU U
muenust (Hu et al., 2024) [3]. B koHTekcTa Ha HMHTEIUICHTHUTE JOMOBE, Ta3H CIIOCOOHOCT
MpEeBpPbhINA peakTHBHATA TIOMOIIl B POAKTHBHA, adekTrBHA moakpena (Thakur & Han, 2019) [1].

3a Ja II03BOJIM Ha pO60TI/ITC Ja ;[eum(bpnpaT YOBCIIKHUTC EMOIMU OT U3TOBOPCHU NYyMHU,
NPpEAJIOKCHOTO U3CJICABAHEC Ch3/laBa HOBA CUCTECMA, KOATO KOM6I/IHI/Ipa 06pa60T1<a Ha 1rj1aC B TCKCT
C pa3llo3HaBaHC HA CMOLIUU OT TpaHCKpI/I6I/IpaHa peu.

JIByeTanHaTa apXUTEKTypa ce TeCTBa Ype3 pa3HOOOpa3HU TEXHUKHU 32 MAIIUHHO O0y4eHUE
U JIBJIOOKO oOydeHue (Thra, yJAOBOJICTBHE, JIIOOOB, THAB, CTpax M M3HEHaJa), 3a Jla CE OLEHH
e(eKTUBHOCTTA Ha Pa3IMYHUTE aIrOpUTMU. ApxuTekrypara unterpupa LSTM u TexHonoruu 3a



obOpaboTtka Ha ectectBeH e3uk (NLP) ¢ men paspaGoTBane Ha MoJen 3a MAaIIMHHO OOy4YeHHe,
CHOCOOCH J1a BB3MPOU3BEK/IA YOBEIIKATa EMOIIMOHAIHA HHTEpIIpeTaus. Thil KaTO TO3U METOJ €
CrIoco0eH J1a 00paboTBa MOCIESIOBATEIHH IaHHH, TOH Ce OTIMYaBa C BUCOKa C€(QEKTHBHOCT IPH
TEKCTOB ¥ ITACOB aHAJIM3 U MTO3BOJISIBA HAJISKTHO OMPEICIISTHE HA EMOIIMUTE B TOBOPUMUS €3HK.

OcHOBHATa IleNl Ha HACTOSIIOTO H3CJICABAHE € Ja MPEIOCTaBU PELICHHS, KOUTO
mo00psABaT B3aWMOJICHCTBHETO MEKIY XOpa M KOMIIIOTPH B Pa3jIMYHA OOJACTH. PasindHu
aITOPMTMHU 3a MAIIMHHO U IBJI00KO 00ydyeHue, kato Naive Bayes, K-Nearest Neighbors, Logistic
Regression, Support Vector Machines, Decision Trees, Random Forests u Long Short-Term
Memory, ce mpujarat 3a Cbh3JaBaHETO HA MHOXKECTBO MOJENH, CIeJ KaTo pedra Obje
TpaHCKpUOUpaHa upe3 WHCTPYMEHTH 3a pas3mno3HaBaHe Ha ped. Ciieq] TOBa MOJCIUTE CE TECTBAT
BBPXY pa3inueH HaOOp OT JaHHH M PE3YJITATUTE CE€ CPABHBAT. SHAHUSATA, U3BJICUCHH OT aHAIIN3a
Ha E€MOIMOHAJIHUTE W3pa3d Ha OOWTATENWTE, MOraT Ja JOIpUHEcaT 3a IOBHIIABAHETO Ha
CHT'YPHOCTTA B HHTEJIMTEHTHHUTE JOMOBE, OCOOEHO 3a BB3PACTHHU WJIM XOPa C YBPEXKIAHHS, YHHTO
TOBOPHMMH JIyMH PasKpHUBaT TEXHUTE €MOLIHH.

1.1 MoTtuBaus

Cnopen onnaiin 06azata ganHu Ha Opranusanusta Ha OOenunenute Hamuu (OOH)
MPOLEHTHT Ha Bb3PACTHOTO HACEJICHHE € B MOMEHTa 7.6%, KaTo ce ouyakBa Aa ce mopuiu 10 16.2%
10 2050 r. (United Nations, 2008) [4]. C ocrapsiBaHeTo Ha rJI00aTHOTO HACEICHHE, OCUTYPSIBAHETO
Ha Oe30MacHOCTTa U OJaromoiy4nero Ha BB3PACTHUTE XOpa CTaBa BCE IO-BaXHO
(Chernbumroong, Atkins, & Yu, 2014) [5].

TepmunsT ,,13kycTBen nnTenekt™ (Artificial Intelligence, Al) oOMKHOBEHO ce OTHACS 10
aBTOMATH3MPAaHU KOMITIOTBPHH CHCTEMH, KOHWTO W3ITBIHSIBAT 3aJaud, HM3MCKBAIM YOBEIIKa
MHTEJIUTEHTHOCT, KaTO B3eMaHe Ha PEIICHUs U pa3no3HaBaHe Ha mojenu (Saher, 2023) [7].

Wurerpanusata Ha Al B cHCTEMHTE 3a WHTEIMICHTHH TOMOBE Tpe/jiara WHOBAaTHBHH
peleHus 3a crpassiHe ¢ Te3u npeaussukatencTa (Ni, Garcia Hernando, & De la Cruz, 2015) [6].
Bbropeku TOBa, J0KaTO TPAJAMIMOHHUTE HWHTEIUTCHTHH JIOMOBE ce (OKYCHpaT BBPXY
ABTOMATU3WPAHCTO Ha CKCAHCBHU 3aJjavyd, IOTCHIHAIBT Ha Al ce npocTupa Aajcd OTBBHJ
yII0OCTBOTO.

VHTETUTeHTHUAT JOM € MHTEIMT€HTHA JKIIHUIIHA Cpe/ia, CHabIeHa ¢ YChBBPIICHCTBAHH
TEXHOJIOTUH, KOWTO IO3BOJISIBAT ABTOMATH3AIMs M JAUCTAHIIMOHHO YIPABICHHE HA Pa3IHMYHU
cuctemu u ypeau (Saher-, 2023) [7]. Te3u noMoBe ca He caMO aBTOMATH3UPaHH, HO M a/IallTHBHH,
KOETO O3Ha4aBa, 4e MOTaT Jia HaCTPOUBAT CBOUTE (DYHKIHH CIIOPET OOKPHKECHUETO U HY)KIUTE HA
cBoute oburatenu (Saher-, 2023) [7].

ToBa m3cnenBaHe M3CieBa MO-HACOYEHO MPUIIOKEHUE: M3Moa3BaHeTo Ha Al GasupanHo
pasmo3HaBaHe Ha ped W pa3lo3HaBaHE Ha €MOIMU, 3a Jla ce HablmJaBa W pearupa Ha
CEMOIIMOHAITHUTEC CHCTOSIHUS HA B’BSpaCTHI/I xopa nu xopa C YBpe)KI[aHI/ISI, KaTo 110 TO3W HAYUH CC
moo0psiBa TAXHATA OE30MACHOCT B PEATHO BpEME.



WHTenMreHTHATE JOMOBE, KOWTO OOWKHOBEHO ca O0OOpyIBaHU C Hall-CbBPEMEHHU
TEXHOJIOTHH, TI03BOJISIBAT aBTOMATU3AINS ¥ TUCTAHIIMOHHO YIIPABJICHHUE HA PA3IMYHU JIOMAIIHU
¢byukuuu (Saher, 2023) [7]. U3KyCTBEHUAT HMHTEIEKT MIpac KJIFOUOBA POJS B TE3H CHCTCMH,
MO3BOJISIBAIKM MM Jla CE€ ydYaT OT IOBEJCHHETO Ha MOTPeOUTENss W Jia TPEIOCTaBsT II0-
nepconanusupanu ycayru (Saher, 2023) [7].

HapacrBaiiara 3Ha4MMOCT Ha TEXHOJOTMUTE 33 MHTEIMICHTHH JJOMOBE B KOHTEKCTa Ha
MAIIMHHOTO O0YYeHHWE W W3KYCTBEHHUS HWHTEIEKT CTHUMYJIMPAa HMHTCH3WBHU W3CICIBAHUS |
pa3pabotku Ha Al-Oa3upaHu MOIXOIH, BKIIOYHUTEIHO YCTOHYMBU IPOU3BOJCTBEHH METOIH,
[IOIIOMOTHATH OT MamuHHO o0yuenue (Saher, 2023) [7]. Cnopen (Li, Lu, & McDonald-Maier,
2015) [8], u3mos3BaHETO HAa WM3KYCTBCHUS MHTEJIEKT KAaTO Hay4yHa IUCHUIUIMHA TO3BOJISBA
pa3paboTBaHETO HA PEIICHUS 32 CJIO0XKHHU MPOOJIEMH, KOUTO U3UCKBAT YOBEIIKA HHTEIUICHTHOCT.
Te3u cuctemu mMorar Ja ajantupar ACHCTBUSATA CH Bb3 OCHOBA HA JIAHHWTE, KOUTO IMOJIy4aBar,
KOETO I'l IPABH M0-0T3UBYMBH U UHTeMTreHTHH (Saher, 2023) [7].

@DOKYyCHT HA TO3H MPOEKT € BbPXY U3IMOI3BAHETO HA M3KYCTBEH MHTEJICKT 3a pa3lo3HaBaHe
Ha eMOIIMH upe3 Mpeodpa3yBaHe Ha ped B TeKCT. ToBa Moke J1a ObJie OT peliaBailo 3HayeHue 3a
BB3PACTHH XOpa M JIMIA C YBPEXKIAHHS, KOUTO HE BUHATM Ca B ChCTOSHHUE Ja M3Pa3siT CBOUTE
€MOLIUH, 0COOEHO CTPEC WIN CTPax, Ype3 TPAAULIMOHHU CPEACTBA 38 KOMYHHUKALUS.

1.2 ®opmynupane Ha mpodiema

PacTsimoro HaceneHue OT BB3PACTHH XOpa, B KOMOMHAIMA C MPEIU3BUKATEICTBAaTa HA
CTapeeHeTo, KaTo YBEIMUEHH 3/IpaBHU MOTPEOHOCTH U PUCK OT HEAOCTAThYHU I'PUKH, TIOJUepTaBa
HeoOXoIMMOCTTa OT pa3paborBane Ha cnenuanmsupanu pemenus (Chernbumroong, Atkins, &
Yu, 2014) [5]. UaTenureHTHUTE TOMAIIHU TEXHOJIOTHH ca 0COOCHO TOJIE3HU 3a BB3PACTHHU XOpa
U JUIA C YBPEXKIAHUS, KOUTO >KENasT J1a KUBESAT CAMOCTOSITENTHO, Thi KAaTO UM OCHUTYpSIBaT
KOHTPOJI BbPXY (DMHAHCOBUTE Pa3XOUTE U 3/IpaBHUSA CTATYC, IOKATO TpeOUBaBaT B COOCTBEHUTE
cu gomoge. (Chernbumroong, Atkins, & Yu, 2014) [5].

1.3 Ilen u 3agauun

I[OKaTO HUHTCIUTCHTHUTE AOMOBE MOrar Ja INOAIIOMOIHAT HE3aBUCUMUSA KHUBOT, TO3HU
MIPOEKT KOHKPETHO IIEJH JIa U3I0JI3Ba U3KYCTBEH MHTEJICKT, 3a Ja OTKpUE KOTa Bh3pacTeH YOBEK
WM Y0BEK C YBpPEXIaHe MOXke Ja e B Oena. [Ipeayoxkenara cucrema npeodpasyBa peura B TEKCT
W TIpUJIara ajJropuTMH 3a eMOIIMOHATHO pa3lo3HaBaHe, 3a Jla UACHTU(UIMPA KOTa JTaJCHO JIHUIIe
W3IUTBA CTPax, TPEBOXKHOCT WJIM MMa HYXKJa OT TOMOII, Karo MO TO3W HAYWH OCUTYpsBa
CBOEBpPEMEHHA MHTEPBEHITHSI.

BaxHo e na ce or0enexu, ye B TOBa U3CJIEIBAHE U3BIMYAHETO HA EMOIMH C€ U3BBPIIBA OT
npeoOpa3yBaHUTE TEKCTOBH JaHHW, a HE JTUPEKTHO OT TJIACOBUTE WM aKyCTUYHHUTE
XapakTepUCTUKU Ha peurta. CiaemoBarenHo, GOKyChT € BhPXY aHaIN3a Ha 3HAUEHUETO U KOHTEKCTa
Ha W3PEUYCHUTE AYMU CJIeJl TPAaHCKPUILMATA, & HE BbPXY TOHA, BUCOYMHATA WJIA 3BYKOBHUTE
BapHaluH.



AHanu3bT Ha HACTPOECHUSTA € KIIFOUOB KOMIIOHEHT Ha MOX0/a, MPUJIOKEH B HACTOAIIATa
paboTta. AHaMTU3BT HA HACTPOCHUSTA IMPEACTABIABA TEXHHUKA 32 KIACHU(PHUIIMpPaHEe HA TEKCT KaTO
MO3UTUBEH WJIM HEraTWBEH, JOKAaTO pa3lO3HABAHETO HA EMOIMH - I0-HIDAHCHPAHO HETOBO
MOJIMHO’KECTBO - HHTEPIIPETHPA EMOLIMOHAIHUS KOHTEKCT Ha peuTa U UACHTU(PHUINPA KOHKPETHU

€MOIMH, KaTO IAaCTHE, ThI'a HITU CTPax, Bb3 OCHOBA HA TEKCTOBH M BOKAIHU JaHHU (Acheampong,
Wenyu, & Nunoo-Mensah, 2020) [9].

OcBeH TOBa, TO3U MOJXOJ H3MOJI3BA TEXHOJIOTHs 3a pa3lo3HABaHE Ha peY, KOSATO
OOMKHOBEHO C€ acoluupa ¢ yAoOCTBOTO B MHTENUTreHTHUTEe nomoBe (Saher, 2023) [7], Ho B
PaMKHTE Ha TO3H MPOCKT MU3ITBJIHIBA 3HAYUTEIHO MMO-KPUTUYHA poJisi. B HacTosAIIOTO M3caenBane
o0aue pa3no3HaBaHETO Ha Ped CE M3II0JI3Ba SAMHCTBEHO 3a IPeoOpa3yBaHe Ha ay 10 B TEKCT, KaTo
CTBIIKA 33 IpeBapuTeNIHa 00paboTka npeau (a3ara Ha aHAIU3 HA EMOITUH, a HE KaTO HMHCTPYMEHT
3a M3CJICIBAaHE HA CAMUTE INIACOBU XapaKTCPUCTHUKH.

Pasno3HaBaHeTo Ha ped BKJIIOYBA CHOCOOHOCTTa HAa MallMHA WM Iporpama Jaa
UACHTUUIMPA U pearnpa Ha 3BYIHMTE, IPOU3BEACHN B YOBEIIKaTa ped. B TO3M mpoexT To ce
M3II0J13Ba KAaTO IIbPBA CThIIKA B aHAJIW3a HA IJIACOBUTE CUTHAJIM 3a OLICHKA HA €MOLMOHAJIIHUTE
cbCcTOsiHUA. Te3u MeToau, 3aXpaHBaHU OT M3KYCTBEH HMHTEJIEKT, IO3BOJIABAT I0-33bJI0O0YEHO
pa3bupane Ha HY)KIHUTE Ha Bh3PAcTEH MM YOBEK C YBPEKIAHHUS B MOMEHTH Ha JIUCTPEC.

OcHoBHaTa 11eJ1 Ha HAcTOSIIOTO U3ClIeBaHe € pa3paboTBaHETO M BHenapsiBaHeTo Ha Al
MoJiell, crioco0eH Aa pa3lo3HaBa €MOLMM OT pPed B PEeaJHO BpeMe, KaTo aKLEHTHT € IOCTaBeH
BbPXY €MOIIMHM, KOUTO CUTHAJIU3UpaT HyxkJa oT nomoul. [lo To3u HauMH cuctemara MoXe Ja
OCUTYpH pellaBalla MojAKpena B CUTyalluu, IPH KOUTO TPAAULIMOHHUTE METO/IU 32 KOMYHHKAIIHS
Ce 0Ka3BaT Hee(hEKTUBHMU, TPEIOCTaBANKU KU3HEHOBAKHO CPEJICTBO 3a 0€30MACHOCT 33 Bb3PacTHU
XOpa U X0pa C yBPEeXKaHMsI, )KUBEELIH CAMOCTOSATEIIHO UM B CPEIH 3a MOJIOMOTHATO KUBECHE.

1.4 U3cnenoBaTesicku BBIIPOCU

3a ma ObOaT MOCTUTHATH IIEJIMTE Ha HACTOSIIOTO H3CJIeABaHe, € HeoOXoauMo Aa ObaaT
pasriiejaHy CIIEHATE KOHKPETHH BBIIPOCH:

e [0 KaKBa CTENEH CUCTEMUTE C U3KYCTBEH MHTEJIEKT MOTAT Ja U3M0JI3BaT TOBOPUMHUS €3UK
3a pa3no3HaBaHe U KaTeropu3upaHe Ha YOBEIIKA eMOIUn?

e KoM ainropuT™Mu 3a MaIlIMHHO U ABIOOKO oOyueHue — karo Naive Bayes, K-Nearest
Neighbors, Logistic Regression, SVM, Decision Trees, Random Forests u LSTM —
MOCTUTAT Hali-100pa e(heKTUBHOCT MpHU pa3lo3HaBaHE HA €MOIUH OT TPaHCKpHOMpaHa
peu?

e B KkakBa CTENeH ce MOBHIIaBa TOYHOCTTA HA CHCTEMHTE 33 pa3no3HaBaHe HA EMOITUH TPH
KOMOMHUpaHe Ha mpeoOpa3yBaHe Ha ped B TEKCT U 00paboTka Ha ectecTBeH e3uk (NLP)?



e Kak aHaiM3bT Ha HACTPOCHUSATA C IMOMOIITA HA U3KYCTBEH MHTEJIEKT MOXE Ja rapaHThpa
0€30MacHOCTTa U OJIATONOIYYHETO B MHTEIIMTCHTHUS JOM, OCOOCHO 32 BB3PACTHU U JIMLA
C yBpeXaaHus?

1.5 N3cnenoBaTeICKH XUIIOTE3N

LlenuTe 1 BBIIPOCUTE HA M3CIeABaHETO (JOPMUPAT OCHOBATA 3a (HOPMYIHpaHEe HA MHOXKECTBO
IMPOBCPUMHU XUIIOTC3HU, KOUTO HACOYBAT CMIIMPUIHOTO IIPOYUBAHC.

e Xumnore3a 1: V3BinyaHeTo Ha €MOIMU OT TEKCT Ype3 MOJAETH 3a ABIOOKO oOydeHue
(LSTM) mie memMoHCTpHpa MO-BUCOKA €EKTUBHOCT B CPABHEHUE C KOHBEHIIMOHATHUTE
CUCTEMH 332 MalTMHHO O0y4YeHUe.

e Xwumnore3a 2: Bexrtopuzatopst TF-IDF me ocurypu mno-ronsiMma TOYHOCT MHpuU
KJIACUYECKHUTE MOJICIU 3a U3BIIMYaHEe Ha eMoIuu B cpaBHeHue ¢ CountVectorizer (CV).

DopMyJIMPAHUTE XUIIOTE3HU, ChABPIKALINA TPOBEPUMH ITPEAITION0KEHUS 3a otleHka Ha ML u DL
MOJIETIUTE, U3TPAKIAT OCHOBATa HA EKCIIEPUMEHTAIHUS JU3aliH.

['maBa 2: Ilpernien Ha nuTepaTypara

2.1. [Ilpernen Ha aHanM3a Ha €MOIIMUTE B UHTECJIIMTCHTHHS JIOM

AHamu3pT Ha eMOIMH, 00JIaCT, KOSTO chYeTaBa MalIMHHO oOydeHne W o0paboTka Ha
€CTECTBEH €3MK, MMa 3a IIeJT JIa OICHH EMOIIMOHAIIHOTO ChCTOSTHHE HAa WHJIMBUA Bb3 OCHOBA Ha
pasHooOpasuu m3tounuiy Ha manau (Hu et al., 2024) [3]. B koHTeKkcTa Ha WHTEIUTEHTHHUTE
JIOMOBE HW3TOYHHUIIMNTE HAa JaHHW OOXBamar riaca, (U3NYECKUTE >KECTOBE W JIPYTH TEIIECHH
curtaimu (Hu et al., 2024) [3] (Wu & Zhang, 2022) [10]. Cuctemurte 3a aHATIM3 HA ped pa3o3HaBaT
eMOIIMU 4Ype3 MapaMeTph Karto cKopocT M BucounHa Ha riaca (Hu et al., 2024) [3], mokato
AQHAIM3BT Ha JIMLEBH W3PaKEHUs 4pe3 M300pakeHUsl ChUIO JEMOHCTpUpPa €()EeKTHBHOCT IIPH
u3Bian4yaneTo Ha emonuu (Thakur & Han, 2019) [1].

E(l)eKTI/IBHaTa KOMYHUKalIUA U3HUCKBa pa36HpaHe Ha CMOLUUTC, HO U3KYCTBCHUAT UHTCIICKT
BCE OIIe cpemia TPYAHOCTU B Tazu oOsact. CriocoOHOCTTa pa3ro3HaBaHE Ha €MOLIMHM B pedTa
OTKpHBa HOBH BH3MOKHOCTH, Thi KATO TEXHOJIOTUUTE BCE MO-CHIIHO HABIU3aT B €KETHEBUETO HHU.
Pemrenusta 3a JAOMalllHa aBTOMaTu3anug Moratr ga HHTErpupaTr 4YyBCTBUTCIHU MEAWLUHCKH
WHCTPYMEHTH, KOWTO MAOMPHHACAT 32 CHXPAHIBAHETO U CIACSBAHETO Ha YOBEUIKU >KUBOTH,
0COOCHO TIpH TAITMSHTH, BB3PACTHH Xopa MW Jerna. ToBa MpeICTaBiissBa €IHO OT 3HAYMMHTE

MIPUJIOXKEHUS HAa MHTEJIMTEHTHUTE TOMOBE 3a Bh3pacTHHUTE Xopa (A. Sabra, N. Rmeiti & M. Atieh,
2023) [11].

Te3u cucremu ca B ChCTOSIHHUE J]a HACHTU(DUIIUPAT CUMIITOMH Ha TPEBOKHOCT, ETPECHs WIH
nuckoM(opT upe3 aHaiM3 Ha €MOIMU B peanHo Bpeme. Hampumep, TEXHONOTHSATA MOXE aa
CUTHAJM3Upa CHEIIHUTE CIYKOW, aKko BB3PACTEH YOBEK 3BY4YHM VIUIAIIEH WiIM € B 0Oena,
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OCUTYpsiBalKM HaBpeMeHHa mnomoll. ToBa Mo3BoJisiBa Ha BB3PACTHUTE XOpa JAa KHUBEAT IO-
HE3aBUCHMO, KaTO CBHUICBPEMEHHO IIOBHUIIaBa OE30MACHOCTTa WM. 3a Hal-HYXAaelIuTe ce
TEXHOJIOTHUSTA 32 pa3llo3HaBaHE HAa eMOIIMHM MOKE Jla HAaIlpaBH KMBOTA 0-JIECEH U YA00eH, KaTo
OCHUT'ypsiBa TO-UHTEJIUTEHTHU U OT3UBYMBHU JJOMAIIIHHU YCJIOBHUSI.

HNuTterpupanero Ha €eMOLIMOHAJIEH aHAIN3 BbPXY HACTOAILIWTE TEXHOJOTHUU 32 UHTEIUTCHTEH
JIOM 32 BB3pPACTHHU XOpa U JIMIa C YBPEXAaHUs pabOTH OKOJIO TPH KOHIICTILUHU: HAOIIOCHUE Ha
0e30MacHOCTTa Ha MOTpeOuTelNs, MOA0OpsBaHE Ha EMOIMOHATHOTO OJarochbCTOSHUE Ha
MOTPeOUTENS U MPEAOCTaBsIHE Ha MIOMOIIl B CIIy4ail Ha U3BBbHPEIHU CUTYaLIUU.

MHOX€ECTBO KOHIENTYAJIHN IIPOCKTH IOKA3BaT, Y€ CUCTEMUTE 3a PA3lIO3HABAHE HA EMOLIUH,
KOMOMHUpPAaHU C aBTOMAaTHU3MpPaHM CUTHAIM 3a O€30MaCHOCT, MOIaT Jja OCUTypSAT HaBpEeMEHHa
MIOMOIII ¥ J1a IPEIOTBPATAT MHIKUJCHTHU CPEl YA3BUMH I'pYyIU OT HacesneHuero. [logobuu cucremu
UMaT NOTEeHUHala Ja MOAOOPAT WHAUBUAYAIM3UPAHUTE TPHKU 4pe3 I0-0bp3a peakuus U
HENPEeKbCHATO HA0JII0JJCHUE HA EMOLIMOHATTHOTO ChbCTOSIHUE.

Hacrtosmara pabotra ce pasnuyaBa OT JpYyrd U3CJIENBaHUA IO TOBa, Y€ HHTErpupa
pa3no3HaBaHe Ha EMOLIMM OT MMCMEH TEKCT C pa3ll03HaBaHE Ha eMOLUH OT riac. M3BinyaHero Ha
€MOILIUU OT €CTeCTBEHA ped B PeaHO BpeMe Ype3 KOMOMHHpaHEe Ha ABETE MOJATHOCTH OTKPHBA
HOBU BBH3MOXKHOCTH 32 B3aUMOJICHCTBHE YOBEK—KOMITIOTHP, OCOOCHO B MHTEIIMTCHTHHU CPEIH 3a
TpUKa 3a Bb3PacTHU XOpa.

OcHOBHaTa I1eJ1 Ha H3CIEIBAHETO € pa3pabOTBaHETO M BHEJPSABAHETO Ha HMHOBATHBHU
CTpaTeTHH, KOUTO Ype3 IMO-IBJIOOKO pa3OupaHe Ha €MOIMHUTE NMOBHIIABAT €()EKTUBHOCTTA HA
B3aMMO/JICHCTBUATA YOBEK—KOMITIOTHP B Pa3JInYHU 007aCcTU. JJOIBIHUTENHO CE eI Ch3JaBaHETO
Ha aJanTHBHU U JOCTBIIHM CHCTEMH M HHTep(deicH, ChOOpa3eHU C UYOBELIKUTE HYXIU U
IIOBEJICHUS.

2.2. MammHHO 00y4YeHHUe U T1BI00KO 00yUeHHUE MPU pa3lo3HaBaHE Ha
EMOIIHH

Xopara ce HyKIasT OT MHTEJIMICHTHH CHUCTEMH, KOUTO €a ChIIPUYACTHH, KOETO CTUMYJIHPA
Hamnpeabka B 00J1acTTa Ha M3CJIEABAHETO Ha pa3lo3HaBaHETO Ha eMoluy. M3duepnaresnen nperien
Ha aeKTUBHHUTE W3UMCIECHUS, KOWTO OOsCHsABA MpoMsHata B Al TEXHOJOTMHTE KbM BCE IIO-

CJIOKHM CHCTEMH 3a pa3lo3HaBaHe Ha YOBEIIKH €MOIIMH, € MpeaocTaBeH B paborata Ha Cambria
(E. Cambria, 2016) [12].

PazButuero B Ab100KOTO O0y4YeHHE Ce M3IOJI3BA OT M3CIENOBATEIUTE 32 MOJ00psSBaHEe Ha
ATOPUTMUTE 3a pa3lO3HAaBaHE HA €MOIMHU, KOUTO aHAJTU3UPAT TOBOPHUMH W TIHCMEHH JaHHH.
3amaunte SemEval ciy)xaT KaTo OCHOBEH KpUTEpUi 3a OIICHKA Ha Pa3l03HAaBAaHETO Ha €MOIIMHU B
tekcT. SemEval npenusBukarencrsara Ha Rosenthal et al. (S. Rosenthal, N. Farra, and P. Nakov,
2017) [13] u mocienBamUTe CTATUH AKTyalM3UPAT TEXHUTE HA0OPU OT JaHHH U JA00aBAT HOBH
TEXHUKH 32 OILICHKA.
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TpanchopmbprTe 1 MEXaHU3MHTE 32 BHUMaHUE /1aBaT Ha M3CJIE0BATEIUTE MOIIHH CPEICTBA
3a ocTUraHe Ha ontuMaiHu pesyirarty. [llupoko nsnonssana NLP TexHuka 3a pa3sno3HaBaHe Ha
emormu ¢ cucremara Bidirectional Encoder Representations from Transformers (BERT),
npeacrasena ot Devlin et al. (J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, 2019) [14].
Upes ¢uHO HacTpoiiBaHe Ha mpeaBaputenHo oOydeHu e3ukoBu mojnenu, BERT u HeroBute
nacneanuiy, kato ROBERTa (Y. Liu et al., 2019) [15], mocTurat 3Ha4UTEIHO O-BUCOKA TOYHOCT.

B ToBa u3cneaBane paboTHM BbpPXY pa3lo3HaBaHe HA EMOIIMHU Ype3 Mpeodpa3yBaHe Ha Ped B
TEKCT, KBICTO C€ KOHIICHTpUpaMe BBPXY TOBa Kak Ja MpeoOpasyBamMe pedyTa B TEKCT.
[TpeoOpa3yBaHeTo Ha ped B TEKCT BKIOYBA aHAM3 HA ayauO JaHHU 332 MICHTU(QHUIMPAHE HA
M3rOBOPEHHU JIyMH, M3BJIMYAHE HA KIIOYOBU XapaKTEPUCTUKU M (OpMUpaHe HA IpaMaTHUYCeCKU
npaBuiHu uszpeuenus (A. S. Shinde and V. V. Patil, 2021) [16], (S. P. Castillejo, 2021) [17], cnen

KOCTO CC€ U3BJIMYAT EMOIHHU OT IMOJTYYCHHA TCKCT.

TexHonorusra 3a pa3lo3HaBaHE HA EMOIMH OT ped OTOens3a 3HAYMTEICH HalpeIbK
Onarogapenue Ha npuiaraneto Ha DL texuuku. Criopenq W. Lim et al. (W. Lim, D. Jang and T.
Lee, 2016) [18], CNN u RNN npoabikaBart Ja ce H3I0JI3BaT IHPOKO, BBIPEKU Y€ MOJIEIUTE TUIT
“end-t0-end” mpuBIMYAT BCE MO-TOJNSIMO BHHUMAaHUE B TOCICAHUTE M3CIICABAHUA. TEXHHUKHUTE 32
TpaHcdepHo oOyuenue (transfer learning), KOUTO M3MONA3BAT MPEABAPUTEITHO OOYUYEHU MOJENH,
kato Wav2Vec 2.0 Ha Baevski et al. (A. Baevski, H. Zhou, A. Mohamed, and M. Auli, 2020) [19]
u HuBERT Hna Hsu et al. (Hsu et al., 2021) [20], mo3BosnsBat ¢puHO HacTpoiiBaHe Ha crielUDUIHU
3a eMOIIMUTE HAa0OpH OT JIaHHHU.

CpI110 Taka, IpeINpPUETH ca PeIniia U3CIEI0BATEIICKN YCUIIHS 32 HAIPEIbK B Pa3M03HABAHETO
Ha HACTPOEHMSI U €MOILIMH Ype3 MAIIMHHO U IbJI00KO 00yuyeHue. Te3n MpoeKkTH ce pa3nuyaBaT Mo
CBOUTE TMOJXOJU — OT U3IUI0 TEKCTOBO OPUEHTHPAHM aHAIM3M JI0 M3MOJI3BaHE HA Pa3HOOOpa3HU
QJITOPUTMHU 3a IIOCTUTaHE Ha II0-BUCOKA TOYHOCT. B TO3M pa3zen HaKpaTKo pasriiekaaMe YeTUpU
KJIFOUOBH MPOEKTA, TOMPUHECIIH 3a Pa3BUTHETO HA 00JIacTTa, KaTo aKIIEHTUpaMe BbPXY TSAXHATa
11€J1, METOJIOJIOTUU U PE3YNTATH.

2.3. CuHTE3MpaH aHAJIN3 U BPB3Ka MEKy IPOCKTUTE U JTUTEPATYyPHUS
nperiien

2.3.1. Obwu memooonocuunu menoeHyuu

B pasriexxnanute usciieBaHus c€ OTKPOSIBAT 1BE OCHOBHHU TEHICHILIUN: TEKCTOBU TEXHUKU
(TF-IDF, CountVectorizer, Brpaxkmanus, LSTM/CNN-LSTM u tpanchopMbpu) WU
MYATUMOJAJIHMA TOAXOAM, BKIIOYBAIIM aynuo- U Qusnonornynu mnoxaxoaun (CNN Bbpxy
cnekrporpamu, LSTM BBpXy aKyCTUYHM XapaKTEpUCTUKH, HOCUMH YCTpOMCTBA, BUieo FER).

JlokaTo MyJATUMOJATHUTE TTOJAXOAN YECTO OCUTYPSBAT MO-BHCOKA TOYHOCT, T€ M3UCKBAT
MOBEYE CEH30pH, TMO-TOJIeMH O0eMH OT JaHHU U Ch3AaBaT MpPOOJIEMH, CBBpP3aHU C
MMOBEPUTETHOCT/TIPUEMITUBOCT. TEKCTOBUTE alTOPUTMH YEeCTO C€ BB3MOJ3BAT OT HAIUYHHUTE
AHOTHPAHH KOPITYCH U e(heKTUBHOTO oOyueHue. Mozaenure, HabmonaBanu B [Ipoextu -1V u V-
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IX, cpoTBeTcTBaT Ha W30paHus  process: ped — TeKCT — TekcT-LSTM, oOycnoBeH ot
MIPAKTUYECKH U PECYPCHU CHOOPAKEHUSI.

2.3.2. Komnpomuc medsncoy npouzso0umenrHocm u npakmudHoCcm

Cuctemure, 0a3upaHd Ha TPAHCPOPMBPH, U IBIOOKUTE IOCICAOBATEIHN MOACITH
(BiGRU/BILSTM/GRU/LSTM) w4ecTto mnOCTUTaT W3KIIOYUTEIHO JOOpU pE3YNTaTH BBPXY
tekcToBu kopnycu (Hampumep BiGRU B Ilpoekt III oTunTa M3KIIOYUTETHO BHCOKA TOYHOCT;
[Ipoext X nemoncTpupa cunHute crpanu Ha LLM). Benpeku ue ca mo-ckbnu (xapayep,
MMOBEPUTEITHOCT, ChbOMpaHe Ha TaHHM ), ayauo-6a3upanute end-t0-end Moenu u MyJITHMOJATHOTO
ciuBane (fusion) mocTurar mo-roysiMa O0IIa YCTOWYMBOCT KBbM HESIBHM EMOILMOHAIHU
WHIUKATOpH (HampuMep cTpajganue, npeaaacHo upes npocoaus). [Iponecht ASR—text—LSTM
€ MpeJICTaBeH B HacTosImaTa paboTa KaTro MPaKTUYCH KOMIIPOMHUC, KOHTO OTYHMTA 3arydara Ha
MapaJIMHTBUCTHYHA WHQPOPMAIIHS, KaTo CHIIEBPEMEHHO HW3I0JI3Ba CEMAHTUYHH CHTHAIHA C TIO-
HUCHK U3UMCIHUTENCH U PECYPCEH pa3Xxojl 3a chOupaHe Ha AaHHU, uitoctpupaHo B [Ipoextu VIII
u IX kato 10Ka3aTencTBo 3a Te3u 3aryou.

2.3.3. Ilponycku 6 uzcned8anusima, HACOYEHU KbM 8b3DACHHU XOPA

[lopanu Bapuamum B e€3WKOBaTa ynorpebda, aKyCTHUYHHUTE XAPAKTCPUCTUKH U JIMLEBUTE
U3paKeHUs1, MOJeNIUTe, O0y4eHH BBbPXY M0-MJIa/M MOMYJalluy, HEe ce IpeHacaT ePeKTUBHO KbM
BB3PACTHHUTE XOPa, KAKTO MOKa3BaT MHOkeCcTBO u3cienanus (Ilpoektu V u VI). Uecto cpemano
OrpaHUYEHHUE ca MAJIIKUTE HAOOpH OT JaHHHU, HACOUEHH KbM Bb3pacTHU Xopa (ElderReact), kakro
U TEXHUAT HenocTur. ToBa odepraBa creru(uyHa HUIIA 33 HACTOSIIMSA TUCEPTAIMOHEH TPYA:
U3I0JI3BaHe U OlleHsIBaHe Ha npoiieca peu—TekcT—LSTM ¢ akieHT BbpXy Bb3pacTHUTE XOPa, KAKTO
U pa3riexaaHe Ha Bb3MOXKHOCTHUTE 3a ajanTauus Ha obsacTtra. bpaenu uscneapanus cieasa aa
MOIYEePTasAT 3HAUMMOCTTA Ha OLIEHABAHETO, TpaHchepa u PUHOTO HAcTpoiiBaHe, crienuPUUHU 3a
BB3pPACTHH.

2.3.4. Obschumocm, nogepumennocm u npeoussUKamencmed npu 6HeoOpsa8ane

Ob6sacuumoctra (XAI), mOBEepUTETHOCTTa M peryJaTOPHUTE PHUCKOBE (0COOEHO IpH
LLM/cloud pemenust), KakTo M MpeInU3BUKATEIICTBA MPU MPAKTHUUECKOTO BHEApSIBaHE, ca
aKIEHTUPAHU B MHOXKECTBO aHAJIM3U U MPOEKTH. 3a pasiuka oT BHeApsiBaHe Ha LLM wusnsio B
o0Iaka, Te3u ChOoOpaXKEeHUs MOJKPETIAT () MHTepIIpeTupyeMHu mpouecu u (b) gokainHa o0paboTka
TIPH PHIIOKEHHSI, KPUTHYHU 32 Oe30omacHocTTa. IMEHHO TYK MOJKe J1a Ce OTIpaB/iae M3MOI3BAaHETO
Ha TekcToBo-O0a3upan LSTM c¢ nmokanen ASR (wnu moBeputenHocT-opueHTHpaH ASR). Tesu
MIPOEKTH MOTaT Ja Ob/IaT U3IOJI3BAHH 32 Pa3BUTHE B CHOTBETCTBHUE C IPABHU M €THYHH apTyMEHTH
¥ 3a MOJKpena Ha IU3aiHePCKUTE PEIICHUsI.

2.3.5. Kax xonkpemmnu npoexmu nookpensam uzopanus uscieooeamencku npoyec?

o IlpoexTn IIl u IV (TekcTOBM MoC/Ie10BATETHN MO/IeJIH): 33JaUUTE 32 pa303HaABaHE
Ha eMOIIMH B TEKCT OCUTYpsIBaT eMnupuyHa noakpena 3a LSTM u noanomarar uszbopa
Ha MOJIeJI, HaCTPOWKaTa Ha XHIIepIIapaMeTPU U METOIUTE 32 BEKTOPHU3ALU.

13



® [lIpoextu I u II (TpancdepHo odyuyenne, embedding-u u TF-IDF): ocurypsBar
obocHoBka 3a TectBaHe Ha CountVectorizer, TF-IDF u npensaputenHo oOyueHu
monenu (GloVe, ARABERT) u cpaBusiBane Ha DL ¢ kimacudecku MOJIEIH.

['naBa 3: Metononorus

To3u mpoekT Haarpakaa MPEeIUIIHN U3CIIeIBAaHHS BhPXY Pa3llO3HABaHETa HA HACTPOCHHS
Y €MOIIMH B TEKCT, KaTo ce 100aBs npeodpa3yBaHe Ha ped B TEKCT, KOETO T'O MPaBU MPUIOKHUM B
MYJITHMOJIATHH CIICHapHH. [ OBOPUMHUSAT €3UK ITBPBOHAYATHO CE ITpeodpa3yBa B TEKCTOB (opmar,
KOETO O3HayaBa, Y€ M3BIMYAHETO Ha EMOIMM C€ OCHOBaBAa EIMHCTBEHO Ha TEKCTOBOTO
NpEJCTaBIHE Ha peuTa, a He Ha aKyCTUYHM WJIM BOKAJHM XapaKTepUCTUKU. Bmocnencteue ce
M3M0JI3BaT KAaKTO KOHBEHIIMOHAIHMA MOJICIH 3a MaMHHO oOydeHue (kato Naive Bayes, Logistic
Regression, Support Vector Machine, Decision Tree u Random Forest), Taka u Moiesiu 3a 1bJ100K0
obyuenue (kato LSTM) 3a kaTeropusupane Ha IMECT EMOLIMU: Thra, pajiocT, CTpax, THSB, JT000B
Y U3HCHAJIA.

[IpenBapurennata oOpaboTka BKJIIOYBa  TpaHCOpPMHpAaHE HAa  ayJuOTO BBHB
BHCOKOKadecTBeH WAV ¢Qopmar, TpaHCKpuOHMpaHe B TEKCT W H3IMOJ3BaHE HAa TEXHUKH 3a
BekTopu3aius kato CountVectorizer, TF-IDF u GloVe. To3u nporiec moamomara pa3rno3HaBaHETO
Ha €MOIIMU KaKTO B FOBOPHMMHSI, TaKa M B MHUCMEHHS e3uK. [[o TO3W HauMH cucTemara yiaBs
CEeMAHTUYHU U JIMHTBUCTHUYHM CHUTHAIM OT TEKCTa, HO HE U3MOJN3Ba ayaAuo-0a3upaHu
XapaKTEPUCTUKHU KaTO BUCOUMHA, IPOCOIUS WIHA CIEKTPATHA XapaKTEPUCTUKH.

3.1. HaGopwu oT nanHu U mpeaBapuTeaIHa 00padoTKa

3a 1enuTe Ha HACTOSIIIOTO U3CTIe/IBaHE C€ M3IOJI3BAT JIBa BHJ1a HAOOPH OT JIaHHM: 3a ,,] 11ac
KbM TekcT* (Speech to Text) u 3a ,,Jlerexuus Ha emoruu ot TekcT* (Text Emotion Detection).
Bceku ot Te3u Habopu, Hamepenu B Kaggle [21], u3uckBa npenBaputenHa 00padoTka.

3.1.1. Habop om oannu 3a npeobpazysane na ped 8 mexkcm

TensorFlow [22] ce u3non3Ba B M3CIENBAHETO MOPAAW IIUPOKATA MY MOJIPHKKA 32
o0y4yeHHe U U3MbJIHEHHE Ha Aba00Kku HeBpoHHH Mpexku (Y. Toleubay and A. James, 2019) [23].
JIpyr HHCTPYMEHT C OTBOPEH Ko, 6a3upan Ha Python 3a u3uncnenus ¢ HeBpoHHU MpexH, e Keras,
KOITO mpeanara uHTepdenc Ha BUCOKO HUBO 3a paMKH 3a J1bi06oko ooydenue (L. Long and X.
Zeng, 2022) [24]. Moaenst Long Short-Term Memory (LSTM) e peanusupan 4pe3 TensorFlow
n Keras.

[IppBuUsAT THI HAOOpP oT AaHHU ¢ ,,Common Voice™ (Kaggle, 2017) [25], ceabpikan 3,994
MP3 aynuo @aiinia ¥ ChOTBETHUTE MM TEKCTOBU TpaHCKpUMNIMH. Aynuo (aiinoBere Osxa
npeobpasyBanu o MP3 BeB WAV ¢dopmar, karo obmio 410 ayauo daiina 6sxa KOHBEpTHpPAHH
ppuHo. WAV e HekomIipecupaH ayauo ¢opmaT, KOETO O3HadaBa, 4e MpejJiara Mo-BHCOKO
Ka4yecTBO U TOYHOCT B cpaBHeHUE ¢ komnpecupanus MP3 dopmart.
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KpaitausaT pesynrar e Habop oT nanuu, Bkitousail 410 aynuo daitna BbB WAV popmat u
CHOTBETHUTE UM TEKCTOBH TPAHCKPUIIIINH, MPEAHAZHAUYCHHU 32 MOJIENIU 3a mpeoOpa3yBaHe Ha ped
B TekcT (Voice-to-Text).

3.1.2. Habop om oanuu 3a pazno3Hasane Ha emMoyuu om mexKcm

3a pa3no3HaBaHe Ha €MOIIMU OT TEKCT TOBA M3CJIeJIBaHE M3MoJ3Ba ,,Emotion Dataset for
Emotion Recognition Tasks“ (Kaggle, 2018) [26], cbabpskai anrauiicku Twitter choOIeHUs ¢
IIECT OCHOBHM €MOIIUH: ThIa, PaJoCT, JI000B, THSB, CTPAaX U U3HCHAA.

OO6must 6poii 3anucu e 20,000, pa3aeneHu B Tpu ¢aiina:

e training.csv (16,000 3amca);
e test.csv (2,000 3amuca);
e validation.csv (2,000 3amuca).

HaGopbT OT aHHU BKIIIOYBA JIBE KOJIOHU:

e text“ — cpappika Twitter cboOIIEHUS U

e label“ — cpabpixka 4MCIOTO, CHOTBETCTBAIIO HA BCSAKA €MOLIUA, KBAETO Te ca U30poeHu,
KaKToO Clie/Ba:
0: Tera, 1: pagocr, 2: 11000B, 3: THAB, 4: cTpax, 5: U3HEHAAA.

Emation Distribution Emotion Distribution

fear anger
love

surprise

surprise

anger

love

joy

Joy

fear

Queypa 1: Hebanancupar nabop om oaHHu Queypa 2: Banancupan nabop om OaHHU

[IpoyuBarennust ananu3 Ha qanHu (Exploratory Data Analysis — EDA) nokasa, ue
HaOOpPBT OT JTaHHM € HeOallaHCHpaH.
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JIBere muarpamu (durypa 1 u durypa 2) mwiarocTpupar mMbpBOHAYATHHUS AUCOATIaHC U
Kopurupanust Habop ot nmaHHu. Cliies MpeMaxBaHETO Ha ONPEAEICHM 3alHCH, HOBHAT HaOOp
BKJIIOUBA 9,225 3amnuca, pa3npeaeaeHy no eMOoIMy, KakTo € moka3zaHo Ha durypa 2: banancupan
Ha0Op OT JaHHHU.

JlanauTe 0siXa TOYMCTEHHW Ype3 MmpeMaxBaHe Ha m3nuimmHu uHTepBamu, URL aapecw,
HTML Tarose u mynkTyarus ¢ momomnra Ha Natural Language Toolkit (NLTK). MacTpyMEeHTBT
NLTK cbuio npeobpazyBa TeKCTa B MaJIKU OYKBH U [TpeMaxBa CTOI AYMUTE, B pe3yJITaT Ha KOETO
MOJIy4eHUsT dailsl chAbpKa TEKCT O€3 ieMaTH3alusl.

Cw3nazneH e HOB (aii, ChIAbpIKAIl JIEMAHTU3UPAHATA BEPCUs HAa (DUITPUPAHHUS TEKCT
(penyupaina IyMHTE 10 TsAXHaTa 0a30Ba WM KOopeHHa (opma). B pesynrar ca HalW4YHU JBa
HaOopa ot manHu: Hebanancupan (16 000 3amuca, opuruHAIHUAT Habop) U Oanancupan (9 225
3armca, HOBUAT Ha60p), KaTO BCCKH OT TiAX BKIIKOYBA /[Ba HOI[Ha60pa — JICMaHTU3HUpaH U
HCJICMAHTU3HUPAH TCKCT.

3.1.3. Uzyucaumenna yena: LSTM 6vpxy ayouo xapaxmepucmuxu cpewsy LSTM evpxy mexcm

B cpaBHeHue ¢ Mozienu, KOUTO paboTAT AMPEKTHO BBPXY CYpPOBHU ayAUO JaHHU, TEKCTOBUTE
LSTM wmojenu u3mosi3BaT 3HAYUTEITHO MO-MAJIKO U3YHCIUTEIIHNA pecypc. Mojenure, 6a3upanu
Ha ayauo, Tpsi6Ba 1a 00paboTBAT XUJISAM CUTHAIIU B CEKYHa, TOKaTO 00paboTBaT peueBH JaHHH,
TpaHC(HOPMUPANKN TH B CIOKHU aKyCTHYHHU TpelcTaBsiHUA KaTo crektporpamu nian MFCCs.
Te3n naHHM € BHCOKA pa3sMEPHOCT BOJAT JO TOJIEMH BXOJHU TEH30pH, KOETO ITOBUIIABA
M3MOJI3BaHETO HA TAMETTa U yIbJDKaBa BPEMETO 3a O0yUeHHeE.

Ot nmpyra crpaHa, pa3MepbT Ha BXOJa C€ HaMmalliBa 3HAUUTEIHO, KOTaTo IJIachT CE
nmpeoOpa3yBa B TEKCT uUpe3 CThIIKA 3a aBTOMATHYHO pa3no3HaBaHe Ha ped (ASR), Tei kaTo
TEKCTOBUTE JAaHHHU CBHIABPKAT CaMO HSIKOJKO CTOTHH JYMH BMECTO HEMPEKhCHATH BBIHOBU
dbopmu. B pesynrar Ha ToBa, TekctoBuTe LSTM Momenu ca 3HaYUTEHO MO-JIEKH U MO-Obp3H 3a
oOyueHue U BHEAPSBAaHE, Thil KaTO padOTAT BbPXY MAJIKH BEKTOPHH MIPEJICTaBSIHUS Ha AYMU (KaTo
50-mepuute GloVe embeddings). Hamanenure pa3xoau 3a o0paboTka Mo3BONSIBAT €(hEKTHBHO
pasno3HaBaHE Ha €MOIMU BBPXY XapJayep OT HUCHK KJac, BKIIOUMUTEIHO BrpajgeHu u edge
YCTPOICTBA, KaTO CHIIEBPEMEHHO CE TapaHTHpa HaJIeXKIHA TPOU3BOTUTEIIHOCT B PEAIHO BpEMeE B
WHTEJUTEHTHH TOMOBE.

Tabnuna 1 mo-momy npaBu cpaBHeHUE Mex Ay padorara Bbpxy LSTM, 6a3upan Ha ayano
XapaKTepUCTHKU, W METOJOJIOTHITa Ha TOBAa W3CJIEABAHE IO OTHOIIEHHWE Ha H3MOJI3BAHHUTE
pecypcH u pa3Mepa Ha BXOJHUTE TaHHU.

AcmekT Audio-feature LSTM ASR — Text — LSTM

Input size Besika cexkynma ped — xwmsinn Crnenq  ASR  ocraBar camo

(Pa3mep Ha Bx0ja) mpobu (16 kHz x cexkyHam) — HSKOJKO JIECETKH AyMH. MHOTO
BHCOKO-Pa3MEpPHU CIEKTPOTpaMH IMO-MAJIKO MPOCTPAHCTBOTO Ha
nim MFCCs. XapaKTEPUCTUKUTE.
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Pre-processing N3uucnssane nva MFCC / mel- EpnokpatHo ASR pexomupane,

(IIpexBapuTena spectrogram, HOpMaJIM3UPaHE HAa CIIEJ KOETO MPOCTa TOKCHU3AIUS

o0padoTKa) eHeprus, BucounHaHarmacau ap. /  Bektopuzauus  (TF-IDF,
embeddings).

Training data volume Hyxuu ca ctoTuiu yacoBe ayauo HykeH e caMo TpaHCKpHOHpaH

(O6em Ha C €TUKETH. TEKCT + €MOLMOHAIHU €TUKETU
TPEHUPOBbLYHHUTE (BB3MOXKHH  Cca  TIO-MaJKH
JaAHHHU) KOpPILyCH).
Training time CNN-LSTM wu end-to-end SER  TexcroB LSTM Moxe npa ce
(Bpeme 3a 00yuenue)  orHeMa yacoBe — qHU Ha GPU. obyyaa Ha CPU wumm manbk
GPU 3a MmunyTH — 4acose.
Memory usage I'onemu TeH30pHU Mauku MOCIIEZIOBATEITHOCTH
(M3noa3Bane Ha (ayawo Kagpu X XapakTepucTHKH (TokeHu x embedding pa3mep).
naMmer) X [10CJIE0BATEIHOCT).

Tabnuya 1: Pasxoou npu LSTM, 6aszupan na ayouo xapaxmepucmuxu, cpewy LSTM, 6azupan na mexcm

3.1.4. Habop om oannu 3a LSTM u npedsapumenna oopabomxa

3a 1006poTo O0yuyeHHEe Ha HEBPOHHHUTE MPEXKHU € HEOOXOAMMO HAIUYMETO Ha TOJIIMO
KOJIMYECTBO JIaHHU. balancupanusT HabOp OT JJaHHU, KOWTO ce cheToemie oT 9,225 3anuca, Oerre
TBBPJIC MATbK, 32 J1a OTTOBOPH Ha Te3U cTaHnapTu. OCBEH TOBA, 3HAYUTEIIHUTE BapHaliK B Opost
Ha eMOIIMUTE HalpaBu HebalaHcupaHata u3Baaka ot 16,000 3anuca HenmoaxoAs1IA.

B pesynrar ce Hanoxu mpeMaxBaHETO Ha OMpejAeNieH Opoil 3amucH, CBbpP3aHU C Haii-
BHCOKHUTE CTOMHOCTH Ha €MOIMUTE ,,J0y" U ,,sadness”, oT HebanaHcupanus Habop oT naHHu. B
JOMBIHEHHE KbM TOBa KbM Ha0Oopa OT JaHHU Osixa M00aBeHM 3amucHu 3a HEJAOCTaThYHO
MIpe/ICTaBEHUTE EMOLIMH Ype3 KOMOMHMpaHe Ha HHpopmalus oT Habopa ,,Emotion Detection from
Text™ (Purypa 3) ot Kaggle (Kaggle, 2018) [27].

Kpaitauar nabop ot naHHu BkmouBa obmo 18,000 3amuca, paBHOMEPHO pasnpesieeHu
MEXy IIECT eMOLMH. 3a BCsika eMolus ca HanuuHu 1o 3,000 3anuca. KeM npeaBaputenHara
o0OpaboTka 0sixa 100aBeHH CTBHIIKU 3a IPEMaxBaHe Ha XalTarose (#), mnoTpeduTencku umeHa ((@)
u null cToiiHoCTH.
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Emotion Distribution

surprise

Joy

love

sad

Queypa 3: l[lpoyenmno pasnpedenenue Ha emoyuume

3.2. M300p u BHeApsiBaHE HA MOJIEIH 3a MpeoOpa3yBaHe Ha pey B TEKCT

Crnen momyyaBaHeTO Ha ayiuo Ha0opa OT IaHHU, IPeCTaBeH B pasaen 3.2.1, To3u eTan oT
W3CIIEIBAHETO MM IpeoOpa3yBaHe HAa ayJuoTO B TEKCT W MNPOBEPKAa HAa TOYHOCTTA Ha
peoOpa3yBaHETO Ype3 CPaBHSBAHE HA MOJTYUYCHHUS TEKCT C MPEAOCTABEHUS TEKCT B Habopa oT
JTAaHHHU.

3a Ta3u 1en Osixa n3npoobBanu Tpu Tuna Al Moaenu 3a mpeodpa3yBaHe:

1. SpeechRecognition moaes: ot 410 ayauo daiina npeoOpa3yBaHeTo Oelle yCIEUHo Mpu
136, kato camo 20% OT TAX UMAaT MpaBUJIHA TPAHCKPUIIIHUS.

2. Vosk momen: or 410 ayauo daiina ycmemHo Osxa npeoOpasyBanu camo 136, kato
TPAHCKPHUIIIIUSTA TPU BCUYKU € HEKOPEKTHA.

3. Whisper monea: ot 410 aynuo daiina Bcuuku Osixa mpeodpa3yBanu, kato 75% oT Tsx
CHIBPKAT KOPEKTHA TPAHCKPHUIIIIHS.

Whisper monenbT mokasBa Hal-700pH pe3ylTaTd B CpaBHEHHE C JIPYTUATE JBa MoOJeia.
BrIpekn HanuuueTo Ha onpene’eH: mpodieMu ¢ (alirBo MOJOKUTETHH Pa3IO3HABAHUS (BIIK
Tabmuma 1: ®ammuBO-MONOXKHUTEIHA JTyMH), TOYHOCTTa MOXE Ja ObJe JOIMbIHUTEITHO
nomoopeHa.
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Text Dataset Converted Text

shower’s shower is
Grey gray
they are they’re
fifty 50

Tabnuya 2: Qanuuso-noroxicumentu oymu

3.3. Pasmo3naBaHe u aHaJIU3 HA EMOLIMH C TIOMOIITA HA MOJIEIN 34 MAILIMHHO
oOyueHue

[lect TpaIuIMOHHM alTOPUTHhMA 3a MAIIMHHO OOYYeHHE OsiXa TPUIOKEHU BBPXY
BEKTOPHU3MPAHUS TEKCT C 1IeJ1 Mpejcka3Bane Ha emormu: Naive Bayes (NB), K-nearest Neighbor
(KNN), Logistic Regression (LR), Support Vector Machine (SVM), Decision Tree (DT) u
Random Forest (RF).

3a moBHIlIaBaHE HAa TOYHOCTTA 051Xa M3II0JI3BaHU CIICAHUTC MMIOAXOOH:

e Grid Search: Msmom3sa ce 3a KNN, LR u DT 3a onTuMusupaHe Ha TEXHUTE
XHIEepIapaMeTpu, UaeHTHGUIMpaiku Haif-moOpaTa KOMOMHAIUS OT MapaMeTpH, KOSTO
MaKCUMHU3UpAa MPEACTaBIHETO Ha Moena [7].

e Chi-squared Statistic: M3mon3Ba ce 3a NB 3a u300p Ha XapakKTEPUCTHKH, KOUTO UMt
Hali-CHJIHA Bpb3Ka C IiejIeBaTa IPOMEHIINBA, KaTO [0 TO3H HAYMH C€ M0J00psBa TOYHOCTTA
Ha MoJIena.

He 6s1xa mpunoskeHn HUKakBu crneuuainHu crpareruu 3a SVM u RF, Toil kato 3a Tax He Oele
He00X0IMMO MMOBUIIIABaHE HA TOYHOCTTA.

3a npeo6pa3yBaHe Ha TCKCTOBUTC JaHHHW B YHCJIOBH, INOAXOAAIIHN 3a 06pa60T1<a OoT
AITOPUTMUTEC 3a MAILITUHHO o6yquI/Ie, 0s1xa U3IO0JI3BAHU TPpU TEXHUKU 34 BCKTOPHU3aAI UL

e CountVectorizer (Cv)
e TfidfVectorizer (Tfidf)

e Word Embedding (GloVe-50) — npenBapurenno obyuer mozen 3a word embeddings,
KoiTO Kaprorpadupa aymure B 50-mepHO BekTopHO mpoctpanctso (V. Kumar and B.
Subba, 2020) [28].

[MpexncraBsiHeTo Ha ayma ce Hapuya Word embedding. OOMKHOBEHO TOBa NpENCTaBSHE €
BEKTOP C peaTHi KOMIOHEHTH, KOWTO KOIMPa 3HAYEHUETO Ha lyMaTa Taka, 4e AyMHTE, HAMUPAIIU
ce Hal-01M30 e[Ha 10 Jpyra BbB BEKTOPHOTO MPOCTPAHCTBO, a MMAT cXonHu 3HaueHus (D.
Suleiman and A. Awajan, 2018) [29]. Ta3u Texnuka Oeiie mpuiokeHa cnernuaino 3a LSTM
MoJena.
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Beska oT Te3u TexHUKHM Oellle MPUIIOXKEHA 4Ype3 TPU pa3iMyHU n-rpam mozena. N-gram

MOACINTE Ca

IIOJIC3HHU

B

MHOKECTBO

IIPUIIOKEHUS

3a

TCKCTOB

aHajmu3,

KbACTO

IMOCICAOBATCIIHOCTTA OT AYMH € BaXHA, BKIIOYUHUTCIIHO KaTCeropusalus Ha TEKCT, aHajlu3 Ha

emoruu u renepupane Ha TekcT (K. Ogada, 2016) [30]:

e Unigram (nl): pasriex/ia OTAEIHNA AYMH B TEKCTA.

e Bigram (n2): pasriex/na ABONKHU MOCIIEI0OBATEIIHU JTyMH.

e Unigram & Bigram (n3): pasmiexiaa KakTo OTACIHA JAyMH, Taka M JIBOMKH

MOCJICIOBATCIIHU JJyMMU.

CJ'IG,I[BaH_[I/ITe Ta6J'H/II_[I/I IMOKa3BaT pe3yijiTaTa OT M3IOJ3BAHETO Ha PA3JIMYHUTC TCXHUKH 3a

BCKTOpU3alUd BbBPXY PA3JIMYHUTC N-rpaM MOICIH, H3M0I3BaNKU pas3IndHu  TpaAUuIIUOHHHU

AJITOPUTMHU 34 MAIIMHHO O6y‘-IeHI/I€. MakcuManHara TOYHOCT, KOSATO BCCKHU aJITOPUTHM YCIIA A

MMOCTHUTHE, € TTIOCOYCHA Upe3 yAcOeIeHuTe U o depTany uncia B Tadbimnu 3 u 4.

Techniques
Un + non
Un +lem
B + non

B+ lem

Techniques
Un + non
Un + lem
B + non

B+ lem

Techniques
Un + non
Un + lem
B + non

B+ lem

Tabnuya 3: Pesynmamu om mooeaume npu u3nonzéane na pasiuynu mexruku na CV

Techniques
Un + non
Un + lem

B + non
B+ lem
Tfidf -n2
Techniques
Un + non

0.88
0.86
0.85
0.83

091
0.90
0.89
0.87

0.60
0.61
0.58
0.59

0.78

NB

NB

NB

0.83
0.81
0.85
0.83

CV-nl
KNN LR
0.59 0.89
0.56 0.87
0.53 0.87
0.51 0.85
CV-n2
KNN LR
0.56 0.90
0.55 0.89
0.50 0.89
0.50 0.86
CV-n3
KNN LR
0.46 0.71
0.47 0.71
0.35 0.63
0.37 0.64

Tfidf -n1
KNN LR
0.80 0.88
0.79 0.86
0.77 0.87
0.76 0.84

KNN LR

0.77 0.86

SVM
0.88
0.86
0.88
0.85

SVM
0.89
0.89
0.89
0.86

SVM
0.70
0.71
0.63
0.63

SVM
0.88
0.86
0.87
0.86

SVM
0.88

DT
0.88
0.83
0.87
0.84

DT

0.88
0.85
0.88
0.84

DT
0.65
0.65
0.58
0.59

DT

0.87
0.82
0.86
0.84

DT
0.87

RF
0.89
0.86
0.88
0.86

RF

0.90
0.89
0.89
0.88

RF
0.66
0.65
0.59
0.50

RF

0.88
0.86
0.87
0.86

RF
0.88
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Un + lem 0.77 0.76 0.85 0.86 0.84 0.88

B + non 0.88 0.76 0.87 0.87 0.87 0.87
B+ lem 0.87 0.75 0.85 0.85 0.87 0.86
Tfidf -n3

Techniques NB KNN LR SVM DT RF
Un + non 0.54 0.65 0.66 0.66 0.62 0.65
Un + lem 0.55 0.66 0.67 0.67 0.62 0.65
B + non 0.55 0.56 0.63 0.62 0.56 0.58
B+ lem 0.56 0.57 0.63 0.63 0.56 0.59

Tabauya 4: Pezynimamu om moodeaume npu uznonzéane na paziuunu mexnuxu na TF-1DF

Bwnpeku ye oOukHoBeHo nma camo 1% paznuka mexay CV u TF-IDF, CV o6ukHOBEeHO
JaBa 1mo-100pu pesynraru. Hail-Bucokara TOUHOCT Wik 0000IIEHUETO Ha TOYHOCTTA € KAKTO
clie/Ba:

e Haii-Bucokara tounoct Ha CV ¢ NB u Hebanancupan + He-nemaTtusupas tekct € 0.91.
e NB, SVM u RF nocrurar 0.88 xaTo Haii-Bucoka rounoct npu TF-IDF.

e [Ipu mouYTH BCHYKH aITOPUTMHU MaKCHMaJTHATa TOYHOCT C€ HAOJIF0/1aBa IpY KOHPUTYpaIus
CV-n2 u HebanaHncupaH + He-JIeMaTHU3UPaH TEKCT.

Pesynrarure oT olieHKaTa nmokaszaxa, 4e Haii-Bucokara TouHocT (0.91) e mocturHara ot Mmozena
Naive Bayes, m3nonssam CountVectorizer (CV) npencraBsiHe ¢ HeOaJlaHCHPaH U He-JIeMaTH3HPaH
tekcT. 3a cpaBaenue, NB, SVM u Random Forest (RF) mocturat nonobuu MmakcumMaiaHu TOYHOCTH
or 0.88 mpu TF-IDF mpeacraBsne. OOmusT Mojen, HaOMOAaBaH BBB BCUYKU aNTOPUTMU,
MOoKa3Ba, 4e KoHpurypauusta CV-n2, komOnHUpaHa ¢ HeDaJlaHCUPaH U He-JIeMaTU3UpaH TEKCT,
JaBa Mmo-100pu pe3yiaTaTH.

ToBa moka3Ba, ye MPOCTUTE XapaKTEPUCTUKU, Oa3sMpaHU Ha 4YeCTOTa Ha IyMHUTE, ca IO-
epextuBHu oT TF-IDF Ternmenero 3a To3u HaboOp OT AaHHM 3a €MOLMH, BEPOSITHO 3alllOTO
€MOIIMOHAIIHUTE M3pa3H 3aBUCAT OT CypoBaTa JIEKCHKallHa ymoTpe0a, a He OT PsAKOCTTa Ha
TepMuHuTe. HamaneHnaTa npou3BOAUTENHOCT Ciie] JeMaTu3alus Wik OalaHCcupaHe Impearosara,
4ye Te3W CTHIKHM IO MpeIBapuTesiHa 00paboTka MOXKE Ja ca MpeMaxHajdd WU OTclIaduin
CMOIUOHAJIHO 3HAYMMU OYMHU.

Craructuuecku, noctTossHHUAT 2—4% mnipeBec Ha CV Hang TF-IDF npu paznuunute mMonenu
MOJIKPEIsT YCTOMYMBOCTTa HA TOBa HaOrojcHHE. J[ONMBJIHUTEIHO, CIBOCH t-TECT, CpaBHSIBAII
tounoctute Ha CV u TF-IDF mnpe3 paznuunurte croBanus (folds), 6u MOrsn na MOTBBPIM, Ue
paznukata e 3HaunMa (p < 0.05).

Ot aHanuTH4YHA TJIe[IHA TOYKA, T€3H pe3yJTaTH AeMOHCTpupar, 4ye Naive Bayes ocraBa cuien
0a30B MOJIe 3a pa3MO3HABaHE HA €MOIIMH OT TEKCT, 0COOEHO KOraTto ce HM3MOJ3BAaT JUPEKTHU

21



JIEKCUKAJIHU NIpe/icTaBsHus. ToBa MoBeeHNE € B ChOTBETCTBUE ChC ChILECTBYBAIllaTa JIUTEPATypa,
KOSITO TOJICHJIBA pa30UpPaHeTOo, Y€ MO-MPOCTUTE BEPOSITHOCTHU MOJCIM MOTaT Ja Ce MPEACTaBST
mo-100pe OT MO-CIOKHHUTE KIacH(PHUKATOPH, KOraro HaAOOPHT OT JaHHU € YMEPEHO TOJsM U
€MOLIMOHAIIHUAT KOHTEKCT € BrpaZieH B OTACITHHUTE CpeUlaHHs Ha JyMH, a HE B IMO-AbJIOOKU
CUHTAKTUYHU CTPYKTYpH.

3.4. LSTM monenu

3.4.1. Ilpeosapumenna obpabomka Ha OanHume

B nombnHeHHMe KBbM CTaHJAPTHUTE CTBIKU 3a IMpeaBapuTesiHa oOpaboTka Ha TEKCTa,
OIMCaHHM Mo-paHo, 32 LSTM wmopena Gemie HeoOXoquma JIObIHATEIIHA 00padoTKa: IpeMaxBaHe
Ha xamraroBe (#) u norpedurencku umeHa (@), oopadorka Ha null croiiHocTH U TpeoOpa3yBaHe
Ha TEKCTa B YHCIOB (opmaT upe3 npeaBaputenHo odyueH mozaen GloVe-50, KoWTo mpeacTaBs
Besika ayma B 50-mepeH BekTop. Thil KaTO M3pEUCHHUATA ChABPIKAT pa3IMyeH Opoi nymu, Osxa
N00aBEeHH TIET JOMTBIIHUTEIHU MOUIOKKH (pads), 3a Aa ce OCUTYpU KOHCHUCTEHTHA CTPYKTypa Ha
tekcroBuTe nanuu (37, 50). lanaute B Habopa Osixa pa3aeneHu, kakto ciensa: 15% 3a tecTBane,
15% 3a Bamuaupane u 70% 3a o0yueHue.

3.4.2. Cpasnumenen ananuz na LSTM apxumexmypu 1 u 2

3.4.2.1. OnwucareneH nperiie]] Ha IBaTa MOJeIa

Tabnuma 5 nmpenocras onucatenHo pestome Ha 1Bere LSTM apxutektypu, pazpadoTeHu
B TOBa u3cieaBane. M npara Mmozena ca 00y4eHU BbpXY €MH U ChIIl HA0OP OT JaHHU, U3I0JI3BANKU
GloVe-50 srpaxmanust (embeddings); BbIIpeKH TOBA T€ CE pa3IMyaBaT M0 CTPYKTYpHA ABJIOOUYHHA
Y OpraHM3allMsl Ha CIOEBETE.

Mopnen A (LSTM1) npencrasnsiBa no-npocta apxurekrypa ¢ equd LSTM croii u creika
Ha flatten, nokato Mogen B (LSTM2) BxiitouBa dense cnoese nipeau LSTM crnost, 3a 1a monoopu
M3BIMYAHETO HA XaPAKTEPUCTUKH U KOHTEKCTYATHOTO TIPE/ICTaBSHE.

Metric Model A (LSTM1) Model B (LSTM2)

Architecture  LSTM (64 units) — Dropout Dense(128) — Dropout — Dense(64) —
— Flatten — Dense(6) Dropout -LSTM(32) — Dropout —

Dense(6)

Total 43,654 27,398

Parameters

Accuracy 47.85% 78.25%

Macro F1- ~0.35 =0.77

score

Tabnuya 5: Onucamenen npeened Ha 0sama mMooena

3.4.2.2. AnanuTHyHA MHTEpIIpETalMs HA pa3uKaTa

[IepBara apxurtekrypa usnon3sa ennH LSTM crnoii, mocinensaH OT M3paBHABAHE, KOETO
BOJIM J1I0 3ary0a Ha BpeMEBUTE 3aBUCUMOCTH, YJIIOBEHH OT PEKYpEHTHHsI clloi. B pe3ynTar MmoaensT
JIEMOHCTpHpa yMEpeHa TOYHOCT, HO MHOT'O HHUCKa CTOMHOCT Ha mpurnomHsiHe (recall), xoeto
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MOKa3Ba OrPaHUYCHO OTKPHUBAHE Ha EMOIIMOHAIHY CUTHAIU. BTopara apXxuTekTypa BKIIIOUBA 1B
IbTHU ciiod npeau LSTM cros, neiicTBaiiy KaTo U3BJIMYALIY XapaKTEPUCTUKU U MO3BOJISIBAIIN
nmo-6oratu mpeAcTaBsHUS Ha BrpaxaaHeTo (embedding representations). ToBa apXuUTEKTYpHO
YCHBBPIICHCTBAHE 3HAYUTENIHO MOJN00psSBa KakTo mpuroMmHsHeTo (recall), Taka u 1suiocTHara
obo6mraemoct (generalization).

Metric Model A (LSTM1) Model B (LSTM2) A (Improvement)
Accuracy 0.4785 0.7825 +30.4%

Macro Precision 0.60 0.79 +19%

Macro Recall 0.26 0.75 +49%

Macro F1-score 0.35 0.77 +42%

Ta6fzuua 6. Cmamucmuyuecxku u np0u3800umeﬂeH ananus

YucneHuTe pe3yiTaTH  MOTBBPXKIABAaT, 4Ye BTOpaTa apXHUTEKTypa OCHTypsiBa
MOCTIeIOBATETHA MOIOOPEHUSI BbB BCHUYKHM TOKA3aTeNH 3a mpou3BoauTenHocT. CaBOeH t-TeCT B
MHOXECTBO CI'bBaHHUS BEPOSITHO OM J1ajl cTaTUCTUYECKH 3HaUUMO nonoopenue (p < 0.01), koeto
npejrnoiara, 4e pa3jiukara B TOYHOCTTa MEXJy JBara MoJelia HE C€ IBJDKM Ha CllydaifHa
BapHanusl.

3.4.2.3. Jluckycus ¥ aHATMTHYHA UHTEPIIPETAIUS

Pazpaborenn u cpaBHenu ca ase LSTM apxwurextypm, 3a na ce oueHu e(peKThT Ha
IbI0OOYMHATA HA MOJENa U M3BIMYAHETO HA XapaKTePUCTUKU BBPXY MPEICTaBSIHETO MpHU
pasno3HaBaHe Ha emonuu. [IppBaTta apxutekrypa usnonssa eaun LSTM cioit ¢ 64 eguHuimy,
MOCIIeZIBaH OT OIepallys 3a U3PaBHIBAHE U ITBTEH U3XO/l, MOCTUTalKK 0011a TouHOCT 0T 47.85%
u macro Fl-score ot 0.35. Bropara apxuTektypa BbBeje ABa IIbTHU ciios (128 u 64 HeBpoHa),
npeamectBamu LSTM crnoit ¢ 32 enununu. Ta3zu koHUTyparusi MOCTUTHA 3HAYUTEIHO I10-
BHUCOKa TOYHOCT OT 78% u macro Fl-score ot 0.77, koeto npenctasnsia 30% mnomoOpeHue B
IIPOrHO3HUTE pe3yaTaTh. ToBa Mogo0peHne AEMOHCTpUpA, Y€ JOMBIHUTEIHUTE IIIBTHU CIOEBE
JIaBaT BB3MOXKHOCT Ha MpekaTa Ja H3BIMYa M0-00TaTH TEKCTOBHM MPEACTaBSHUSA MPEAH
MOCJIEZIOBATETHOTO O0y4YeHHe, KaTo IO TO3W HA4YMH M0A00psBa INPOU3BOJIUTEIHOCTTa Ha
KIacupUKaluaTa Ha eMOIUH.

OT aHaIUTUYHA rjieaHa TOYKa, TE3M PpE3YITATU IMOTBHpPKAABAT, 4YC HO-I['I)J'I6OKI/IT€
XUOPUAHU apXUTEKTypu, KomOuHupamu twibTHH U LSTM crnoeBe, ca mo-edeKTUBHHU 3a
pa3no3HaBaHE Ha €MOIMU OT TEKCT. Ta3u KOH(HTypalus Ha MOJEa Ce ChIacyBa Mmo-a00pe C
JUHTBUCTUYHATA CIIO)KHOCT HAa EMOILIMOHAJIHWUTE W3pa3d M TOJKpEens OCHOBHaTa Ien 3a
paspaborBane Ha HaaexkaHa Al-O6a3upana cucrema 3a HAOMIOACHHE HA EMOLMHUTE 34
0€30MacHOCTTa HA BH3PACTHUTE XOPa B UHTEIUTEHTHH JIOMAIIIHU CPE/IH.

I'1aBa 4: 3akirouyeHue

OCHOBHHSAT IMPUHOC Ha TOBA HU3CJICABAHC € MHTCTpHUpaHAaTa CUCTEMA, KOATO KOM6I/IHI/Ipa
Kareropusanuysa Ha EMOIHMU OT TEKCT C pa3llO3HABAHEC Ha PpeU. 3a pasinka OT MHOpCAUIITHH
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IMpOoy4YBaHHA, PaA3TICKAAIIN TE3W KOMIIOHCHTH IMOOTACIIHO, MPEAJIOKCHATAa paMKa I103BOJIsIBA
MMPpEUM3HO U3BJIMYAHE HA EMOIIMU AUPEKTHO OT H606pa60TeHI/I ayano BXOOOBE.

Monenst Whisper kouBepTupa Haa 57% 0T ayano BXOJ0BeTe 0€3 3HAUUTEITHH TPEIIKH,
kato HagMuHaBa SpeechRecognition u Vosk mo orHomenue Ha ToyHoctTa. Bropara wact ot
u3cienBaHeTo, (hOKycMpaHa BBPXY pPa3lO3HABAaHETO HAa €MOIMH OT TEKCT, mokasa, ye CV
npeBb3xoxaa Tfidf Bekropusaropa, kaTo gocTUra MakcuMaiHa TOYHOCT OT 91% crpsimo 88% 3a
Tfidf npu TpuTe M3MOI3BaHN N-TpamM KOH(PUTYpAIUH.

Bceeku oT crnenHuTe KIacHMYecKH aNrOpUTMH 3a MAIIMHHO OOy4YeHHE MOCTUTHA Haid-
BHCOKHUTE PE3YJITaTH 32 TOYHOCT, KakTo ciensa: NB (91%), KNN (80%), LR (90%), SVM (89%),
DT (88%) u RF (90%). IloBeueTo oT Te3u pe3ynratu Osixa MOCTUTHATU Ype3 U3IOJI3BAHE Ha
Henemarusupad TekeT 1 CV-n2. 3a pasznuka oT nbpBara LSTM apxutexTtypa, KOSTO JOCTUTHA
47% TouHOCT KakTO Ipu oOyueHue, Taka W NpU TECTBAHE, BTOpaTa apXMUTEKTypa IOKa3a
3HauuTENHO noaoopenue B DL, mocruraiiku 78% TouHOCT mpu oOydyenue u 77% mpu TeCTBaHE.
Bropeku ToBa MbpBUAT qU3aliH KaTo LSUI0 TeHepUpa MO-JIECHU 32 UHTEePIIPEeTalus MPOrHO3H.

Pesynrature moka3BaT BB3MOXKHOCT 3a Cb3/laBaHE Ha JETEKTOP Ha €MOLIUU upe3
npeoOpa3yBaHe Ha ped B TEKCT, KOMOMHUpPAaWKK pa3lo3HaBaHE M aHaNW3 Ha emMouuu. OCHOBHU
ey Ha ObJICIH U3CIIeIBaHUS ca IOA0OPsIBaHETO HAa TOYHOCTTA HA MOJIeNa, 100aBsHe Ha YUCIIOBU
CTOMHOCTH KbM Ha0oOpa OT JaHHU U pa3pabOTBaHE Ha MOJEIIH 32 MOAJPBKKA HA TIOBEYE €3ULIU.

ExcniepumenTamHuTe pe3yiTaTu Moka3BaT, 4e kiacuueckute monenu Random Forest u
Naive Bayes ce mpezacraBsaT no0pe; npu HeOallaHCUpaH M HelleMaTu3upaH Teker, Naive Bayes
nocturHa 91% tounoct ¢ momomra Ha CountVectorizer. 3a omnpepeneHu NPUIOKCHHS 32
paslo3HaBaHE HA €MOLIMM, PE3YNTATUTE IEMOHCTPUPAT, Y€ IPOCTUTE MOJEIH € MOAXOISIIN
TEXHHUKH 3a IpeBapuTeaHa o0paboTka MOrar Ja MPEeBb3X0XKAAT MO-CI0KHUTE apXUTEKTypH. B
CBOfATa BTOpa apxuTekrypa, DL moxenst, 6a3upan Ha LSTM, nemonctpupa 78% TOYHOCT, KOETO
MIOKa3Ba, Ye MOCIJIEJ0BATETHOTO MOIETINpaHe € e(PEeKTUBEH METO/]I 3a yJaBsiHE Ha KOHTEKCTyallHU
€MOLIMOHAJIHY CUTHAJIH.

[Tony4yeHuTe pe3ynTaTi ChOTBETCTBAT Ha TMOCICHUTE H3cieaBanus Ha Gutierrez Maestro
(Gutierrez Maestro, 2023) [31], koiiTo H3MONA3Ba MYJITHMOJAIHA PAaMKH 3a pa3lo3HABaHE Ha
€MOLUH, 3a Jla MOCTUrHe TouHocTtu Mexay 60% u 80%. MHTerpupanusaT moaxop mpesiara
edexTHBHO M MamabHpyeMo pelIeHHe 3a MPAKTUYECKO NPHUIIOKEHHE 4Ype3 KOMOWHHUpaHE Ha
npeoOpa3yBaHe Ha ped B TEKCT C Pa3O3HABAHE HA eMOIMH OT TeKCT. T'hif KATO Ta3u MHTErPAIlHsI
MOBHIIIABa 0€30MACHOCTTA Ha MOTPEOUTEIUTE U ObP3MHATA HA PEAKIIHs HAa CHCTEMATa, TS Ipesiara
HOB IOJX0J] B 00yacTTa, 0COOCHO B KOHTEKCTa HAa MHTEIUTEHTEH JOM. BhIemu u3cieaBaHusl
cJIe/iBa Jia M3IOJ3BAT CTaHAAPTU3UPAHU HAOOpU OT JAHHH 3a CpaBHEHHE HA paMKara C IPYyru
MYJITUMO/IATHA MOICIIH.
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OneHkKa HA XUIIOTE3UTE

Pe3y.]'ITaTI/ITe OT M3CJICABAHETO IMO3BOJIABAT OLICHKA HAa XUIIOTE3UTEC, ClIOMEHATH BBB YBO/J1a,
KaKTO CJICABa.

e Xwumnore3a 1: Pe3ynraTure oT U3CII€IBAaHETO JEMOHCTPUPAT, Y€ KIACUUECKUAT MOJIET UMa
no-Bucoka ToyHoct ot LSTM; Bbnpeku ToBa BTopara LSTM crpykTypa 1aBa mo-Bucoka
TOYHOCT OT IbpBaTa CTPYKTypa, KOETO MpeJroiara, 4ye JOMBbIHUTENHA paboTa BbPXY
LSTM apxutekTtypara MoOXe Ja JOBEJE 0 MO-BUCOKAa TOYHOCT OT IMOCTHUTHATATA U
MOTEHIIMATHO J1a HAAMUHE KJIACUYECKUS MOJIEII.

e Xumnore3a 2: Knacuueckusr mojen ¢ CV (CountVectorizer) gaBa 1mo-mno0pu pe3yiratu ot
TF-IDF BekTopuzaTopa.

HpaBHI/I N CTUYHHU aCIICKTHU

C’bH_[eCTBYBaT S3HAYUTCIHU CTUYHHU U [IPABHU BBIIPOCH, KOI'aTO U3KYCTBCHUAT UHTCIICKT CC
HHTCIrpHpa B yCTpOfICTBa 3a UHTCIUICHTCH JO0M, KOHUTO IPOCICAABAT W OLCHABAT YOBCIIKH
CMOIIMH. TBi KaTO TOBA HN3CICABAaHC BKIIIOYBA C’b6I/IpaHe n o6pa60TBaHe Ha pCd U CMOLIMOHAJIHHA
AaHHU — U ABCETC CUYUTAHU 34 YYyBCTBUTCIIHA JINYHA I/IH(bOpMaI_II/IH — TpH6Ba Ja ce O6’pre 0cobeHo
BHHMAaHHUC HA ITIOBECPUTCIIHOCTTA, 3alllUTATAa HA JAHHUTC U I/IH(I)OpMI/IpaHOTO ChbIJ1aCuc.

OT mpaBHa TJeHA TOYKA, JJOPH B PAMKUTE HA HAYYHU HM3CIICBaHUs, 0OPaOOTBAHETO HA
JUYHU JAHHU W3MCKBA CIIa3BaHE HA 3aKOHHU 3a 3all[UTa Ha AaHHUTE, KaTo OOIMs periaMeHT 3a
3amuta Ha janaute (GDPR) na EBponeiickus cbro3. ToBa 03HauaBa, 4e BCEKU TEKCTOB WUJTU ayAHO
MaTepuai, M3MOJ3BaH 3a OOyueHHWEe WM TeCTBaHE Ha MOJENUTe, TpsAOBa na Obae chOMpaH U
ChXpaHSBaH C U3PUYHOTO CHIIIACHE HA YUYACTHUIIUTE, KATO CE TapaHTHpa, Y€ Te ca HHHOPMHUPAHU
3a 1eJTa Ha U3MO0JI3BAHETO Ha JAHHUTE U TTPABOTO UM JIa IPEKPATAT YIACTHETO CH 10 BCSIKO BpEME.
OcBeH TOBa JaHHUTE TPsOBa Ja OBJAT ChbXpaHSIBAHU CUTYPHO, 32 J1a C€ MPEIOTBpaTH HEXelaH
JOCTHI U MOTSHIIMATHA UISHTU(UKALIMS HA JIUIATA.

Or ernuHa rjieHa TOYKa TOBa H3CJICABAHC CIla3Ba INMPHHIOHUIWTEC Ha MOPO3PavHOCT,
CIPaBETMBOCT W OTTOBOPHO M3IOJI3BaHE Ha M3KYCTBEHHS WHTENEKT. Thil KaTo cucreMmara e
npeaHa3HaueHa Ja roMara Ha BB3PAacTHH M XOpa C YBPEXJaHWs, a He Jla TM HaOIoJaBa WA
OIlCHsIBa, HeWHara paboTa TpsOBa BHMHArM Ja YyBakaBa cBoOoOjaTa M JOCTOMHCTBOTO Ha
notpedurenute. Pesyararure oT eMOIIMOHATHUS aHAIU3 HUKOra He TpsOBa Ja ce M3IMOJ3BaT 3a
B3€MAHC Ha PCIICHHA, KOUTO 3aciarar mnpaBaTa Ha XopaTra, HUTO 3a JUCKPHUMHWHAIUOHHHW LCIIN.
BHenpsiBaHeTo Ha TeXHONOTUsATA TPsOBa Ja rapaHTUpa, Y€ MPOTHO3UTE HA MOJENa OCTaBat
pazOupaeMu U ye Xxoparta 3arma3Bar KOHTPOJ BbPXY aBTOMAaTHYHUTE CUTHAIM WU IEHCTBHS, KOUTO
cUCTeMara MOe J1a TIpeIlpueMe.

B 3aKIIIOYCHUEC, BBIPCKU UYC PA3IO3HABAHCTO Ha CMOILHWH, 6a31/1paHo Ha AI, MOXC
3HAYUTCIIHO Ja 1'[0I[O6pI/I 0e30IMacHOCTTa U KaYeCTBOTO Ha JKHUBOT, HCTOBOTO MPHIIOKCHUC TpSIGBa
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na ObJie PHKOBOJEHO OT CTPOTH €THYHM CTAHJIAPTH W 3aKOHM 3a 3allluTa Ha JaHHUTE, 3a J1a ce

rapaHTupa, 4€ TEXHOJIOTHATAa OCTaBa HAACKIHA, ITpOo3pavHa 1 %06pa3eHa C HOBCIIKHUTEC HEHHOCTH.
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[IpuHOoCH

HpI/IHOCI/ITe Ha JUCCPpTALlMOHHUA TPy MOorat aa 6’bI[aT Ppasaci€Hu B AB€ KaTCTOPHUHU:

Hay4ynu npuHocu

1. Unrerpamusi Ha mnpeoOpadyBaHe Ha ped B TeKCT M AaHAJIM3 HA eMOLUM:
KomO6uHnpanero Ha npeoObpa3yBaHETO Ha ped B TEKCT C aHAJIN3 HA EMOLUH [103BOJISIBA HA
CHUCTEMHUTE Ja Pa30uparT YOBEIIKM €MOLUH OT I'OBOPUM €3HK 4Ype3 pa3lo3HaBaHE Ha
eMoIuu Ha 6a3zaTa Ha pey U TEKCT.

2. CpaBHUTEJIHO H3CJIeIBAHE HA MO/IeJIM 32 MAIIIMHHO 00y4YeHHue U ABJIO0K0 00yUueHune:

ToBa u3cienBane mpeaocTaBsl CpaBHEHHE MEXKIY PA3IUYHU KJIACHUECKU AJTOPUTMHU 3a
mamuaHO 00yuenue (Naive Bayes, K-Nearest Neighbors, Logistic Regression, Support
Vector Machines, Decision Trees 1 Random Forest), kakto u aBa monena Long Short-
Term Memory (LSTM), kouTo npeacTaBisiBaT Nox0/a Ha IbJIOOKOTO 00yUYEHHE.

3. INomoOpsiBaHe HA MeTOAMTE 3a MpeaBaApUTEeTHA 00pa0oTKa NMpPH pa3mo3HaBaHe Ha
eMOLMH:

PaGorata u3mon3Ba pa3HOOOpa3HH TEXHUKH 3a TMOATOTOBKA HAa TEKCT, BKJIFOYUTEIHO
Bektopusaius  (CountVectorizer, TF-IDF u GloVe embeddings), nemaTtusanus u
npeMaxBaHe Ha CTOI JyMH, 3a MOJO0OpsBaHE Ha TOYHOCTTAa Ha Mozeiute. OCBeH TOBa,
paborara u3ciensa epexra oT OalaHCUPaHU U HeOAJaHCHPAHU HAOOPU OT JaHHU BBPXY
[PE/ICTaBSIHETO.

IIpuso:kan NpuHOCH
1. Ouenka Ha pa3JIMYHU MOJIeJIU 32 Pa3N03HABaHe HA pey:

HacrosmoTo u3cieqBane oneHsBa U CpaBHsIBA TOUHOCTTA M OTPAHUYCHHUSATA HA MOJICITUTE
SpeechRecognition, Vosk u Whisper npu npeoOGpa3yBaHe Ha ayaHO BXOJ B TEKCT.

2. Cb3naBaHe Ha eeKTHBEH Moje, 6azupan Ha LSTM:

[Ipennoxenu u cpaBHeHu ca ase LSTM apxurekrypu, Kato ce AeMOHCTpUpa ogo0peHne
Ha ToyHOCTTa OT 47% 1ipu repBata 10 78% Ipu BTOpara.
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